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Abstract

Evaluating and comparing modelling languages is a prerequisite for progress in the field of
conceptual modelling. However, only little research has been dedicated to the investigation of
appropriate evaluation methods. It is common practice that mainly those who design modelling
language decide about the relevance of particular features. In this paper, we argue that such an
approach does not satisfy common academic standards. The quality of a modelling language
depends on a variety of tasks and potential users, some of which are beyond the scope of lan-
guage designers. Therefore, the evaluation of modelling languages requires a cross-discipli-
nary approach. Furthermore, it has to be taken into account that the analysis of a language im-
poses severe epistemological problems. Against this background, we introduce a meta-frame-
work for the evaluation of modelling languages. It includes a conceptual model to guide and
structure multi-perspective evaluations.
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1. Introduction: The Need for Evaluating Modelling Languages

It is widely accepted that conceptual models are a prerequisite for successfully planning and
designing complex systems: They are a medium to foster communication with prospective us-
ers and they (should) provide a sound basis for system implementation. However, conceptual
modelling often does not result in satisfactory models. It is a matter of experience that there is
something like the quality of conceptual models. While the quality of models is of essential
importance for the quality of the system to be developed, it is hard to judge. Quality depends
on a number of aspects, some of which can hardly be evaluated using objective measures. To
give a few examples: It is a delicate task to judge a model’s relationship to the real world do-
main it is to render. Not only that it is impossible to identify the objective features of reality -
unless you favour a naive realism, the quality of the relationship, hence the abstractions used
within a model, also depends on the purpose of the model. Often, the purpose of a model will
not be defined in a sufficiently precise way. A model should be intuitive. That means that its
elements should directly correspond to the perceptions and conceptualisation of those who use
the model. Patterns of perceptions and conceptualisation, however, are not only difficult to
identify, they also vary from person to person and over time. In recent years there has been
growing awareness of those problems. There are a few publications that suggest criteria/meas-
ures for evaluating the quality of conceptual models ([MoSh94], [Lin94], [KrLi95]) – like Sim-
plicity, Understandibility, Flexibility, Completeness, Integration, Implementability
([MoSh94]). Usually, those publications either focus on the entity relationship model.

Taking into account the popularity of entity relationship models, it may seem reasonable not
to bother with other modelling languages. However, a comprehensive analysis of quality in
conceptual modelling requires to take into account other modelling languages as well. This is
for various reasons. First, their is not doubt that the quality of a conceptual model is not inde-
pendent from the language used to design it – this is the case both for the semantics and the
(graphical) notation a modelling language provides. Furthermore, the dominance of the entity
relationship approach is currently being challenged – mainly by object-oriented modelling
methods. However, not only that those methods do not share a common terminology, they also
come with a variety of modelling languages to express different aspects of system analysis and
design (for instance: UML offers 10 different options for building diagrams [Rat97], OML
even 12 [FiHe96]). At the same time, there is a growing demand in industry for standardised
object-oriented modelling languages to allow for a better protection of investment. The OMG
is currently in the process of establishing such a standard, apparently based on one proposal –
UML – backed by a number of vendors (for more details see [Fra97a]). Standardisation, how-
ever, recommends to consider and evaluate options. An additional reason for looking at mod-
elling languages can be seen in the growing number of approaches that suggest models to sup-
port organisational analysis and design – for instance models of business processes. Often the
term ”enterprise modelling” is used whenever those models are to be integrated with informa-
tion models. Specialised approaches to support the development of enterprise models offer a
variety of – more or less precisely defined – modelling languages. Selecting a particular ap-
proach recommends to evaluate the modelling languages it offers against relevant require-
ments.

However, evaluating modelling languages is not only a matter of protecting investments in
training and tools. From an academic point of view, it is a necessity for any discipline that deals
with the design and use of modelling languages. The notion of scientific research is based on
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the idea of progress – in terms of growing knowledge and improving technologies. Progress,
however, implies the existence of criteria that allow to discriminate between competing op-
tions – be it explanations of reality or artefacts that help to cope with it. A research discipline
that does not seriously care about such criteria risks to sacrifice its identity. It may well be con-
sidered as a playground for inventing artefacts that serve mainly one purpose: to satisfy their
inventors. 

The work presented in this paper was motivated by the development of a set of modelling lan-
guages for enterprise modelling ([Fra97b]). We will first discuss the various aspects that have
to be taken into account when evaluating modelling languages – together with related research
topics and essential epistemological challenges to be faced. Against this background we will
outline a method for evaluating modelling languages that is based both on a pragmatic frame-
work and a few epistemological presumptions.

2. Evaluating and Designing Modelling Languages: A Cross-Disciplinary 
Endeavour

If we consider a modelling language not to be an end in itself, its evaluation requires to look
at the purposes it is to serve and the people who are supposed to use it. The plethora of object-
oriented modelling methods that have evolved during the last decade has caused a growing de-
mand for comparing them. There have been several attempts to evaluate/compare some of
those modelling methods ([Big97], [DeFa92], [HoGo93], [Hsi92], [MoPu92]). From our point
of view, however, none of them is satisfactory. Firstly, they usually do not separate the evalu-
ation of modelling languages from other parts of a method (such as process model, general
heuristics etc.). Secondly, those investigations do not explicitly include the purpose/task and
the potential users. Instead, it seems that they focus implicitly on one group of users – usually
the group the authors belong to, namely system analysts or software developers. They also do
not bother with a detailed analysis of the purpose the modelling languages are to be used for.
This is different with evaluations – or requirements – that are common in computer science,
especially in the area of software engineering. There, the purpose a modelling language should
serve is mainly restricted to formal aspects: It should provide a suitable basis for the imple-
mentation of correct and reliable software. Hence, formal properties like completeness, sim-
plicity, and correctness (for instance: [SüEb97]) are of outstanding importance for the evalua-
tion of a language. In addition to that, the analysis of languages in computer science is some-
times related to their expressive power, for instance by referring to a particular layer of the
Chomsky hierarchy. While both aspects, formal rigour and expressive power, are relevant for
a number of purposes models may have to serve, they neglect entirely the users’ perspectives
and those purposes that are not directly related to the implementation of software. Notice also
that such approaches to evaluate modelling languages do not allow to discriminate between a
set of modelling languages that are complete and correct and share the same expressive power
– leaving the judgement of simplicity to individual taste.

Often, promoters of object-oriented software development consider explicitly how certain
modelling concepts relate to users’ perception and cognitive style. While some point to the
experience they have gathered with applying their approach in practice (for instance [FiHe96],
p. 9, or [CeIb97], p. 1), others present their beliefs as if they had to be taken for granted:  “Peo-
ple regard their environment in terms of objects. Therefore it is simple to think in the same way
when it comes to designing a model.” ([JaCh92], p. 42) Meyer does not even allow the objec-
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tion that objects are sometimes hard to identify and to specify: ”... the objects are just there for
the picking.” ([Mey89], p. 51) One may or may not agree with those statements. This is not
relevant for our point of view. Instead, we want to point to the fact that some hypotheses which
are of pivotal importance for designing and evaluating modelling languages are based on lay-
man’s judgement. An evaluation, however, that reflects (biased) individual experience or re-
peats existing fairy tales and ideologies, can hardly be accepted as part of serious research.
Without substantial knowledge about the way how people perceive and apply modelling con-
cepts, it is hard to tell whether those concepts contribute to software quality - or to "disaster"
([Ber97]). 

The analysis of language is the constitutive subject of linguistics. In particular, linguistic re-
search deals with the structure and semantics of languages, the learning of languages and their
impact on human thought and social interaction. This variety of aspects has fostered the evo-
lution of a number of specialised linguistic disciplines as well as multi-disciplinary research
efforts (for a comprehensive overview see [GrHa87], pp. 26). Semiotics is focusing on the
symbols of a language: How are they perceived and learned, which are the associations they
cause, etc. Apparently, the evaluation of a modelling language’s notation could be regarded as
a part of this general research subject. Psycho-Linguistics analyses the influence of language
on human thought and action. It is a common hypothesis, backed by intensive research that
goes back to inter-cultural studies of language conducted by Whorf in the thirties, that lan-
guage can be regarded as a general framework that guides, if not determines the thinking of
those who use it. Wittgenstein has introduced the notion of ”language game” in order to em-
phasise that the analysis of language has to take into account the modes of its use as well as the
associated actions in a particular context. Another important aspect of linguistics is the search
for a universal grammar, a notion introduced by Chomsky. It aims at discovering the generic
concepts of all human languages - concepts that every human being is given by birth. Again,
it is obvious that relevant aspects of modelling languages can be regarded as genuine subjects
of linguistic research: the impact a modelling language has on the intellectual activity of de-
scribing a certain domain, or the perception and use of its core concepts. 

Other research areas of interest for the evaluation of modelling languages include cognitive
psychology and communication theory as part of sociology, psychology and linguistics. Con-
sidering the various purposes a modelling language may serve, there may be even other disci-
plines to be taken into account. For domain specific modelling languages (for instance: lan-
guages to design communication networks, to design business processes or enterprise models)
it may be helpful to incorporate specialised terminologies and abstractions commonly used in
the domain of interest. Typically, the development of terminologies is an essential task of do-
main specific disciplines, as, for example, management science or organisation studies. Con-
sidering the various aspects of modelling languages, it is evident that a comprehensive evalu-
ation cannot be accomplished by any of those disciplines alone. Instead, the analysis and eval-
uation of modelling languages requires a cross-disciplinary approach. While such a request is
easy to make – and fairly popular these days - it remains nothing more than a desideratum as
long as appropriate multi-disciplinary research projects are not established. Nevertheless, con-
sidering common practice in the design of modelling languages, two lessons can be learnt from
the fact that we deal with a cross-disciplinary subject: 

• Beware of layman’s judgements whenever there is the option to consult experts.

• Whenever you cannot avoid layman’s judgements make sure that you identify them as such.
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3. Epistemological Challenges

So far there have been only few studies on the use of languages for conceptual modelling
([Hit95], [GoSt90]). While they are rather narrow focused and do not provide striking results,
they indicate that further empirical research will be helpful to gain a better understanding of
how people use modelling languages. Nevertheless, even with intensive multi-disciplinary re-
search, we cannot expect to gain knowledge substantial enough to cover every aspect to be tak-
en into account for the evaluation of modelling languages. This is mainly for three reasons: the
dual nature of language as an expression and prerequisite of human thought, the attitudes of
those who create and use modelling languages, and the various trade-offs that have to be dealt
with during an evaluation process.

Although we are able to reflect upon language, for instance by distinguishing between object
and meta level language, our ability to speak and understand a language, is commonly regarded
as a competence that we cannot entirely comprehend ([Lor96], p. 49). Therefore any research
that either aims at analysing a language and its use or at inventing new "language games" (i.e.
artificial languages and actions built upon them), has to face a subtle challenge: Every re-
searcher is trapped in a network of language, patterns of thought and action he cannot com-
pletely transcend - leading to a paradox that can hardly be resolved: Understanding a language
is not possible without using a language. At the same time, any language we use for this pur-
pose will bias our perception and judgement – or, as the early Wittgenstein put it: "The limit
of my language means the limit of my world." ([Wit81], §5.6).

3.1 Complexity and Arbitrariness

Such considerations may seem to be of philosophical nature only. However, they characterise
precisely one dilemma that evolves from the evaluation of modelling languages. Evaluation
implies the knowledge of a modelling language. The more you know about the requirements
of modelling, the more likely will you be able to understand existing concepts or to point at
missing features. Modelling languages are usually designed by people who have gained an out-
standing experience with the use of such languages. Usually they will design a language to fit
their preferences. While both, the design and the evaluation of modelling languages require
modelling experience, it is exactly this experience that will have a tremendous influence on the
outcome of those efforts. Not only that this sort of bias hinders the invention of new modelling
paradigms, at the same time – and this is an additional problem – we can assume that many
people who are affected by modelling languages have perceptions and cognitive styles differ-
ent from the language experts. Even for experts, the evaluation of a modelling language can be
a frustrating task. This is due to the complexity of language specifications and design decisions
that will always reflect personal preferences to a certain extent. Fig. 1, 2 and 3 show small parts
of metamodels that are used to define modelling languages.
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The preferences and attitudes of language designers create yet another problem. The design of
a comprehensive modelling language can be a remarkable effort. Language designers tend to
regard ”their” languages as personal achievements which have to be – this is a matter of justi-
fying such an effort – somehow better than existing languages. For this reason, language de-
signers are – this is at least our (self critical) experience - extremely reluctant to ”sacrifice”
their own creations for alternative artefacts created by somebody else. This resistance can be
expected to be even higher than the one Kuhn ([Kuh70]) has discovered for theories in science:
Different from scientific theories, modelling languages cannot be ”falsified” by comparing
them against reality. 

Finally, the fact that requirements are often not coherent implies the need for trade-offs which
in turn impose another inhibitor of objective evaluation. Everybody who has designed a mod-
elling language will know of decisions that require a compromise. For instance, the design of
a metamodel used to specify a language often requires to choose from a set of alternative ab-

Fig. 3: Part of Metamodel of OML ([Rat97a], p. 24, p. 42)
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stractions – each offering specific advantages and shortcomings. In addition to that, there are
fundamental conflicts imposed by the variety of tasks and users. For instance: A modelling lan-
guage should be easy to use. Its notation should be intuitive, which implies that it corresponds
to the conceptualisations its users prefer. At the same time it should support the design and im-
plementation of software. At some point, that requires to introduce formal concepts which are
suited to be mapped to implementation languages – and which may be regarded as hard to un-
derstand by some of those who have to deal with a modelling language. Handling such trade-
offs implies a certain amount of arbitrariness.

3.2 State of the Art

Compared to the relevance of conceptual modelling, there are hardly any publications that fo-
cus on the evaluation of modelling languages. The approaches to compare object-oriented
modelling methods (i.e. [Big97], [DeFa92], [HoGo93], [Hsi92], [MoPu92]) usually do not
provide a satisfactory evaluation of languages. Often they evaluate a particular language
against a superset of concepts known from other modelling languages. It hardly happens that
designers of object-oriented modelling languages discuss requirements a language should ful-
fil. This is especially the case for the semantic concepts a language should provide. Rumbaugh
([Rum96], p. 11) suggest a list of requirements the graphical notation of a modelling language
should fulfil:

• Clear mapping of concepts to symbols

• No overloading of symbols

• Uniform mapping of concepts to symbols

• Easy to draw by hand

• Looks good when printed

• Must fax and copy well using monochrome images.

• Consistent with past practice

• Self consistent

• Distinctions are not too subtle

• Users can remember it

• Common cases appear simple

• Suppressible details

Despite their plausibility these principles are of little help for the specification of a concrete
notation, because they remain on a rather abstract level.

As part of a comprehensive analysis of Petri nets, Zelewski ([Zel95]) has developed a frame-
work to evaluate modelling languages. While his focus is primarily on Petri-Nets, the criteria
he suggests can be applied to other modelling concepts/languages as well. He differentiates be-
tween general language features (like expressive power) and features that are helpful for spe-
cific applications of a language. In order to support the evaluation of the latter, he introduces
a number of criteria. Among other things, they include concepts to express causality, temporal
semantics, concepts to coordinate tasks, sequential and parallel processes etc. Such a frame-
work is certainly helpful for the description of a given language. However, it takes into account
only part of the story. Firstly, there may be different approaches to specify concepts that serve
the same or a similar purpose. Secondly, judging semantics only does not help with the evalu-
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ation of the notation - which can be of crucial importance for the value of a modelling lan-
guage.

Referring to the philosopher Bunge, Weber recommends to regard the level of "ontological
completeness" ([Web97], p. 94) as essential for the quality of a modelling language (he speaks
of a "grammar"). A language is ontological complete, if it provides concepts to represent each
class of phenomena in the real world. Despite the formal definition he introduces for ontolog-
ical completeness, Weber admits that there is hardly a complete list of phenomena everybody
could agree on. To be more concrete, he suggests a number of features a modelling language
should provide in order to be ontological complete. They include concepts to express "things",
"properties of things", "types", "states", "laws" (comparable to constraints), "lawful states"
(comparable to invariants), events. Similar to Zelewski’s framework, these criteria help with
the description of a particular language. They are, however, only of limited use for the evalu-
ation of a language. By applying his criteria to the Entity Relationship Model, Weber estab-
lishes that the ERM is not ontological complete. However, that does not come as a surprise to
anybody who knows about the poor semantics that is provided by the ERM.

4. A Multi-Perspective Framework for Discursive Evaluations

The problems that have to be taken into account when evaluating a modelling language suggest
that an objective judgement is not possible. That does not imply, however, that there cannot be
any kind of useful evaluation. Against the background of our previous considerations, a rea-
sonable evaluation process should satisfy the following requirements:

• Since there is no mature theory that would cover all aspects of modelling languages, it
should be possible to adapt evaluation processes to changing knowledge.

• Due to the variety of tasks and users, an evaluation process should take into account multi-
ple perspectives which includes a cross-disciplinary approach.

• It should also take into account the subtle epistemological challenges imposed by any anal-
ysis of language.

The generic conceptual model (fig. 4) reflects some of these aspects. It contains existing
knowledge about relevant tasks and features of a number of languages. New tasks and features
may be added over time. The description of existing tasks and features may be refined. How-
ever, this part of the framework is assumed to be relatively stable over time. The idea of multi-
perspective evaluations is supported by introducing perspectives each of which corresponds to
exactly one instance of a role. A person that participates in an evaluation may hold one or more
roles. A perspective is focused on a set of relationships each of which links one of the tasks
provided with the framework to a set of features that seem to be relevant for this task. The
framework is to inspire the person that performs the evaluation to reflect upon the role which
is associated with a particular perspective and to differentiate between facts and subjective
judgement.

From a pragmatic point of view, there is not doubt that it will usually be too much an effort to
instantiate and initialize the entire framework. Nevertheless, the framework serves an impor-
tant function by allowing to judge the evaluation itself: The more perspectives, roles, tasks etc.
have been neglected, the less relevant is the result of an evaluation. 
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The language used to define the conceptual model is similar to the Entity Relationship Model.
It is specified within the MEMO meta-metamodel [Fra98a].

The instantiation of the framework we have used to compare UML and OML ([FrPr97]) in-
cludes perspectives only that are related to the roles ”Language Designer” and ”Expert User”
within the task of designing and implementing software systems. It provides an extensive list
of tasks and requirements to be taken into account as well as detailed judgements of related
language features. A small excerpt of the predefined part of the framework is shown in fig. 5.
Notice that despite the complexity of this particular evaluation, it is not comprehensive in the
end because it does not take into account relevant perspectives (like "domain expert" or "lin-
guist") to a satisfactory extent.

Fig. 4: Conceptual Model of the Research Framework
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The framework is not intended to be used as a simple questionnaire. Instead, we would like to
suggest its use as a guideline for structured discourses. This is motivated by the problems that
accompany any analysis of a language. The idea of a rational discourse as it is used by some
authors within the theory of science is based on the assumption that the exchange of thoughts
is the only chance to overcome subjective perspectives. In order for a discourse to allow for
that, it should fulfil a number of requirements, for instance ([Hab82], ([Ape81]):

• The participants should be seriously interested in achieving a commonly accepted result.

• They should never use arguments they do not believe in.

• They should try to transcend their subjective preferences and attitudes.

• They are interested in understanding the perspectives of other participants.

• They should have sufficient knowledge about the subject of the discourse.

There is not doubt that such an approach is not completely satisfactory after all. Although the
requests seem to make sense, they are hard to check. Therefore the main problem that accom-
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panies those recommendations is related to the selection of those who participate in a dis-
course. In other words: Who is going to decide which group of people is best suited to fulfil
the requirements? In our case, one possible answer would be: Everybody who is directly af-
fected by a modelling language - be it as a user or as subject of his professional field -should
be entitled to participate in those discourses. While this is still a rather idealistic request, we
think that there is hardly any other option – unless you are satisfied with ”oracles” provided by
single experts. Considering the fact that there are subtle differences in how people perceive (ar-
tificial) languages and that we are all (to whatever) degree captives of the ”language games”
we used to play, the reflection upon rules for rational discourses seems to be the only chance
to get closer to ”objective” judgements (although we might never achieve them).

Although there is an obvious need for discursive evaluations, the principles recommended by
Habermas or other philosophers remain rather abstract. Action research is a research paradigm
that allows for a more pragmatic approach. The basic idea of action research is to overcome
the traditional separation of researchers and those who are subject of research in the social sci-
ences: The researcher is part of a team that works on an actual problem. Social research is re-
garded as a cyclic feedback process where different participants (including researchers) try to
find common interpretations and solutions. The solutions will then be implemented, reviewed
and eventually revised ("survey guided feedback"). Hence, action research does not only em-
phasize the cooperation between scientists and practitioners, it also aims at the implementation
of acceptable solutions. Taking into account the fact that the informations systems discipline
is commonly regarded as an applied science that aims at knowledge which is helpful for suc-
cessful action, it is not surprising that Baskerville and Wood-Harper state: "The discipline of
IS seems to be a very appropriate field for the use of actions research methods." ([BaWo98],
p. 90) Action research stresses a hermeneutic approach. That implies a number of severe epis-
temological problems: What is the adequate language to describe the reflections upon an action
research project? What are appropriate methods to evaluate corresponding statements? Never-
theless action research includes a few features that make it a good candidate for the analysis of
conceptual models. The perception and understanding of a conceptual model includes complex
psychological processes which depend on individual backgrounds and the context of a partic-
ular situation. A researcher who interacts with a user over a longer period of time should have
a better chance to get a substantial impression of users’ perception than somebody who applies
behaviouristic methods only. In addition to that, the evaluation of models and languages will
usually require to learn concepts. Within action research projects, learning is subject and result
of research. Since modelling languages are a medium to communicate, it is desirable to find
evaluations most participants can agree upon. That in turn requires to overcome individual
preferences and appreciate the perspectives of other participants. The interactive nature of ac-
tion research helps to accomplish this goal. In order to involve people who use modelling lan-
guages, it is probably not a good idea to define an action research project that aims at the eval-
uation of a language at first place. Instead, it seems more appropriate to regard the language as
an instrument for designing models. Therefore the project team should start with the common
development of a conceptual model for a particular domain. Only after a preliminary model
has been created, the researchers would have to shift the focus to the modelling language. Fig.
6 illustrates how a process to evaluate a modelling language through action research could be
organized. [Fra+98] provides a detailed discussion of such an approach.
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An extendable framework – together with rational discourses and action research – may pro-
vide a foundation for gradually developing balanced evaluations. But the framework does not
only serve as a guideline for further empirical research. In addition to that, it can be used to
document languages – similar to structures used for the documentation of design patterns. Fi-
nally, by gathering additional criteria, attitudes and judgements, it may eventually lead to a
comprehensive theory of modelling languages.

5. Concluding Remarks

Evaluating modelling languages is a prerequisite for research disciplines that design and use
those languages: Otherwise there is no chance for substantial comparisons and hence no idea
of progress in the field. Leaving the evolution of modelling languages to the market is an op-
tion we do no want to accept. It sacrifices academic standards and prevents competition that is
focusing on language quality only. The standardisation of an object-oriented modelling lan-
guage that is currently promoted by the OMG provides a good example of the relevance of as-

pects other than those directly related to a language.1 

Therefore, developing and maintaining common  standards for the evaluation of modelling
languages is an issue of pivotal importance. We have, however, to take into account that the
evaluation of modelling languages cannot be accomplished only by those who design them or
use them in an academic setting. Instead, it is necessary to engage discourses with others who
are affected by those languages and who may provide additional insight from other research
perspectives. This is a challenging task – not only because it depends on the collaboration of
many people who are involved. But in the end there may be insights that could only evolve
from a multi-perspective approach: "Der Gegenstand des Denkens wird fortschreitend deutli-
cher durch die Vielfalt der Perspektiven, die sich auf ihn richten."2 ([BeLu80], p. 11)

1.  No matter, how good or bad the UML will be in the end: Academic institutions were not permitted to 
submit proposals ([OMG96]).

2.  To be translated as: “The subject of thinking becomes gradually clearer with the number of perspec-
tives that are used to look at it.” 

Design Model

Focus on
Language

Review

Domain Analysis
Common 

Guidelines

Fig. 6: Process Model for the Evaluation of Modelling Languages through Action Research
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